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SUMMARY
How the human auditory cortex represents spatially separated simultaneous talkers and how talkers’ loca-
tions and voices modulate the neural representations of attended and unattended speech are unclear.
Here, we measured the neural responses from electrodes implanted in neurosurgical patients as they per-
formed single-talker and multi-talker speech perception tasks. We found that spatial separation between
talkers caused a preferential encoding of the contralateral speech in Heschl’s gyrus (HG), planum temporale
(PT), and superior temporal gyrus (STG). Location and spectrotemporal features were encoded in different
aspects of the neural response. Specifically, the talker’s location changed the mean response level, whereas
the talker’s spectrotemporal features altered the variation of response around response’s baseline. These
components were differentially modulated by the attended talker’s voice or location, which improved the
population decoding of attended speech features. Attentional modulation due to the talker’s voice only ap-
peared in the auditory areas with longer latencies, but attentional modulation due to location was present
throughout. Our results show that spatial multi-talker speech perception relies upon a separable pre-atten-
tive neural representation, which could be further tuned by top-down attention to the location and voice of the
talker.
INTRODUCTION

Humans can attend to a single talker in acoustically complex

multi-talker environments, particularly when the talkers are

separated in space. Successful perception of a target talker’s

speech requires one to identify this speech and separate it

from the background, using both spectrotemporal and spatial in-

formation of the talker. The cognitive mechanisms underlying

this challenging task are thought to rely on complex interactions

between pre-attentive (bottom-up) and attentive (top-down) pro-

cessing of the acoustic scene. Top-down processing is said to

happen at least at two levels: the higher-order level of attention

control involving the prefrontal cortex1,2 and the relatively

lower-order attention selection at the level of the auditory cor-

tex.3,4 This study focuses on the latter. Past studies exploring

the mechanism of top-down attention selection have suggested

that simultaneous sounds activate well-separated neural popu-

lations in the cortex and that this process is largely bottom-

up,5,6 whereas attention (top-down selection) merely selects

one of these streams for further processing.7,8 Other studies
Current Biolo
have argued that stream segregation is largely driven and

shaped by attentional focus,9,10 either by enhancing target-spe-

cific feature representation in a bottom-up manner8 or by

modulating the temporal coherence of neural populations, thus

binding various features of the attended stream.9,11 In our previ-

ous study, we explored the neural encoding of a single talker in

space by characterizing the joint representation of location and

spectrotemporal and phonetic features in the human auditory

cortex.12 In the present study, we examined how the neural rep-

resentation of location, spectrotemporal features, and phonetic

features vary when the subject attends to one of the talkers in

a specific location in multi-talker speech perception. Specif-

ically, we studied how the presence of an additional talker in

space changes the neural encoding of each talker (bottom-up),

as well as how the attentional focus (top-down) modifies the neu-

ral representation of a talker’s location and spectrotemporal and

phonetic features. In the subsequent paragraphs, we discuss

our current understanding and remaining questions regarding

the bottom-up and top-down neural representation of spatial

auditory objects.
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Our knowledge of how spatial separation between multiple

streams modifies the neural encoding of the individual streams

(in a bottom-up manner) comes partly from non-human animals.

Many of these studies have attempted to decipher the spatial

mechanisms of auditory scene analysis during passive

listening13,14 or under anesthesia.15–17 In delineating the bot-

tom-up pre-attentive neural representations, both spatial and

spectrotemporal cues are important, as are their interactions

with each other.18 For spatial cues, responses from the auditory

cortex of anesthetized animals have demonstrated that single

neurons exhibit bottom-up streamsegregationbynarrowing their

tuning to the location of one of the multiple simultaneous spatial

sound sources.19,20 However, it is unknown whether the pro-

cesses of passive spatial stream segregation and active sound

localization occur within common cortical areas,19,20 or whether

there are distinct cortical areas dedicated to bottom-up segrega-

tion and top-down sound localization.21–24 This is important as

previous studies have shown that the behavioral state of listeners

affects the spatial selectivity of neural responses.25,26 For spec-

trotemporal cues, engagement in a nonspatial multistream task

as opposed to passive listening has been shown to modulate

spectrotemporal receptive fields (STRFs) in the mammalian

auditory cortex, thereby enhancing the response to a particular

auditory object of attention,27,28 with stronger enhancement in

nonprimary than in primary areas.29 What remains unclear is

the underlying mechanisms of how neural populations in the hu-

man brain are distinguished by spatial sensitivity and thus how

they integrate spatial and spectral cues for segregation to identify

sources that could further accomplish target selection.30

In humans, the effects of top-down attention in changing the

representation of talkers’ features like their location, voice, and

phonemes havebeen studied extensively. For example, attention

to a talker’s voice in spatially overlappingmulti-talker speech has

been shown to modulate spectrotemporal tuning of neural re-

sponses to enhance encoding of an attended talker.3,4,31,32

Moreover, studies have confirmed a top-down effect of attention

to location, which decreases alpha band (8–12 Hz) power in the

brain hemisphere contralateral to the location to which the sub-

ject attends.33,34 However, the neural representation of natural-

istic multi-talker speech with spatial separation between talkers

remains largely unexplored. Unlike the studies of co-located

multi-talker speech,3,4,31,32 spatial separation between talkers

raises new questions that have been hard to study due to diffi-

culties in measuring the neural responses within deeper cortical

structureswhere the bottom-up effects are shown to be predom-

inant in animal models.19,20 As a result, it is unclear how the

spatial separation between multiple talkers changes the repre-

sentation of spectrotemporal, phonetic, and spatial features in

the human auditory cortex (stimulus-driven or bottom-up). It is

further unknown how the attended talker’s location and voice

are represented jointly in the human auditory cortex (top-down

attention selection). Finally, it remains unclear how these bot-

tom-up and top-down signals interact to enable a successful de-

coding of both the talker’s message and location in space.

Here, we measured neural responses using intracranial elec-

trodes implanted in the auditory cortex of neurosurgical patients

while they performed single-talker and multi-talker speech

perception tasks with and without spatial separation of talkers.

We aimed to characterize and separate the neural encoding of
3972 Current Biology 32, 3971–3986, September 26, 2022
talkers’ speech and location and to study the interaction of bot-

tom-up (stimulus-driven) effects and top-down (attention

selection) neural effects on the encoding of these features in

multi-talker listening conditions. Our findings reveal that spatial

separation between simultaneous talkers causes a preferential

encoding of the speech features of the contralateral talker over

the ipsilateral talker. Moreover, we find that the talker’s speech

and location are encoded in different aspects of the neural

responses and that top-down selective attention specifically

modulates these aspects. Together, these findings advance

our understanding of how the human auditory cortex represents

and processes spatially separated simultaneous talkers to

enable the perception of spatial multi-talker speech.

RESULTS

We recorded from high-density depth electrodes-stereotactic

electroencephalography (sEEG) implanted in the auditory cortex

of seven patients with epilepsy. Three subjects had bilateral

implants and four subjects had implants only in the right hemi-

sphere. The electrodes provided partial coverage of several

areas, including in Heschl’s gyrus (HG) and sulcus, the planum

temporale (PT), and the superior temporal gyrus (STG) and sul-

cus (Figure 1A).35 The subjects listened to speech stimuli arriving

from two locations in the azimuthal plane (�45 and 45 degrees)

simulated using the head-related transfer function (HRTF) of an

average-sized head (STAR Methods) and delivered via head-

phones. The subjects performed three speech perception tasks:

they performed a single-talker task (Figure 1B) where they

listened to speech uttered by a male or female talker from the

left (�45 degrees) or the right (45 degrees). The location and

the talker (male or female) changed randomly after each trial,

which was 5 s long on average. The subjects also performed a

spatially separated multi-talker task (Figure 2A) where the sub-

jects listened to simultaneous speech of a male and a female

talker separated in space. Finally, the subjects performed a

spatially overlapping multi-talker task (Figure 3A) where the

subjects listened to the simultaneous male and female talker

collocated on either side of the space. The speech in each of

these three experimental conditions was 8 min long. For the sin-

gle-talker task, the subjects were asked to report the location

and repeat the content of the last sentence uttered by the talker

when speech was paused at random intervals. For multi-talker

tasks, the subjects were instructed to attend to either the male

or the female talker throughout a given experiment block while

the location of the attended talker randomly switched between

the two locations after each sentence (totaling in two blocks:

attend-male and attend-female). The order of the tasks per-

formed was as follows: spatially separated multi-talker, spatially

overlapping multi-talker, and then single talker. All subjects were

fluent speakers of American English. We asked the subjects to

report the location and the content of the last sentence spoken

by the attended talker at random intervals. Subjects performed

with a mean accuracy of 90.2% for a single talker, 93.8% for

multiple spatially separated talkers, and 89.3% formultiple collo-

cated talkers, thus performing the task equally well in single- and

multi-talker conditions (Figure S1A).

We used the envelope of the high gamma band (70–150 Hz) as

our neural response measure; this measure has been shown to
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Figure 1. Neural encoding of location and speech in the single-talker condition

(A) Speech-responsive electrodes from all subjects shown on an ICBM152 average brain. Color saturation indicates the speech versus silence t value for each

electrode.

(B) Task schematic. Subjects are presented with speech uttered from two angles in the horizontal plane (45 and�45 degrees) and two talkers (male and female).

(C) Histograms of contralateral selectivity index (CSI) from mean high gamma responses of individual electrodes for the left and the right brain hemispheres (p <

0.001, unpaired t test).

(D) Scatterplot of STRF prediction correlations for single electrodes for speech from contralateral (x axis) and ipsilateral (y axis) locations. Electrodes are colored

by brain hemisphere. See also Figure S1.

(E) Average high gamma responses to consonants and vowels for speech from contralateral (pink) and ipsilateral (blue) locations.

(F) Average high gamma responses to consonants minus vowels from the contralateral (pink) and ipsilateral (blue) locations.

(G) Average F-statistic from single electrodes for separation of 46 individual phonemes from the contralateral (pink) and ipsilateral (blue) locations (p > 0.05, paired

t test).

(H) Population phoneme decoding accuracy (y axis) for 46 individual phonemes from the contralateral (pink) and ipsilateral (blue) locations (p > 0.05, paired t test).
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directly reflect the average firing of nearby neurons.36,37 We then

identified the electrodes that had a significant response to

speech and restricted our analysis to this subset of electrodes

(STAR Methods). This resulted in a scope of 119 electrodes,

including 32 electrodes in Heschl’s gyrus and sulcus, 59 in the

superior temporal gyrus and sulcus, and 28 in the planum tem-

porale (Figure 1A).35 We have organized the figures according

to the main findings of our study: Figure 1 illustrates the baseline

by examining the encoding of a single spatial talker prior to add-

ing a second talker to the acoustic scene; Figures 2 and 3
explore the effect of bottom-up stimulus-driven processing;

Figures 4 and 5 examine the effect of top-down attention on

the representation of talker’s location, spectrotemporal features,

and phonetic features; Figures 6 and 7 show the anatomical

organization of these neural effects.

Neural encoding of the talker’s location and speech in a
single-talker acoustic condition
To study the neural encoding of the talker’s voice and location in

the single-talker condition, we tested how these two talker
Current Biology 32, 3971–3986, September 26, 2022 3973
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B Figure 2. Bottom-up spatial multi-talker

condition: Neural spatial tuning sharpens

to the speech of the contralateral talker

(A) Task schematic. Simultaneous spatially sepa-

rated talkers in four conditions (1–4) for combina-

tions of attention to two locations and two talkers;

comparison is made between neural encoding of

all the speech (attended and unattended com-

bined) from left (blue) versus all the speech

(attended and unattended combined) from right

(yellow).

(B) Scatterplot of STRF prediction correlations for

single electrodes for speech from contralateral

(x axis) and ipsilateral (y axis) locations. Electrodes

are colored by brain hemisphere. See also

Figure S1.

(C) Average high gamma responses to consonants

minus vowels from the two locations, with

contralateral in pink and ipsilateral in blue.

(D) Average F-statistic from single electrodes for

the separation of 46 individual phonemes from

the contralateral (pink) and ipsilateral (blue) loca-

tions (p < 0.001, paired t test).

(E) Population phoneme decoding accuracy (y

axis) for 46 individual phonemes from the contra-

lateral (pink) and ipsilateral (blue) locations (p <

0.001, paired t test).
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features are represented in the neural responses. First, we

examined the effect of the talker’s location on the neural

response. We measured the baseline neural activity to the

speech from each talker location by measuring the mean

response level (MRL). The MRL for each location was calculated

by averaging the neural responses to all speech tokens from that

location for each electrode. We then quantified location selec-

tivity by defining the contralateral selectivity index (CSI) for

each electrode as the difference between the mean neural

response to the left location and the right location normalized

by their sum12 (STAR Methods). Figure 1C shows a histogram

of CSI (x axis) of all 119 electrodes separated by brain

hemispheres (brown: right hemisphere; green: left hemisphere).

Electrodes in the right hemisphere show positive CSI, meaning

that they have a higher MRL for the left (contralateral) than for

the right (ipsilateral), and vice versa for electrodes in the left

hemisphere. The absolute difference between means is 0.03

(Figure 1C, p < 0.001, unpaired t test). This finding is consistent

with our past study, which showed a higher MRL in response to

speech arriving from the contralateral location than the ipsilateral

location.12

To examine whether this MRL shift due to the talker’s location

impacts the encoding of spectrotemporal features of the talker’s

voice, we examined and compared the prediction accuracy of

the STRF model (STAR Methods) for the two stimulus locations.

For the subsequent analysis, we normalized the electrode data

to a zero mean and unit standard deviation. For unbiased

comparison, we calculated STRFs from a single-channel spec-

trogram with no spatial information and compared STRF predic-

tions for speech from the contralateral and ipsilateral locations.

Figure 1D shows a scatterplot of STRF prediction coefficients

for speech from contralateral (x axis) and ipsilateral (y axis) loca-

tions. Each dot in Figure 1D represents a single electrode and is

colored according to its hemispheric location in the brain. The
3974 Current Biology 32, 3971–3986, September 26, 2022
lack of difference between the prediction coefficients from the

contralateral and ipsilateral locations (p > 0.05, permutation

test) shows that in the single-talker condition, the encoding

accuracy of spectrotemporal acoustic features does not depend

on the location of the talker, despite the variation in the elec-

trode’s MRL.

While spectrotemporal features accurately predict the repre-

sentation of sound in the auditory nerve,38 the human auditory

cortex is specialized for speech processing39 and is shown to

encode phonetic features of speech.40,41 To study the effect of

talker location on phoneme encoding, we transcribed and

segmented the continuous speech stimulus into two groups,

namely consonants and vowels,42 and averaged the neural

response over all the instances of each group. Figure 1E qualita-

tively shows the average response to consonants and vowels

when the talker was on the opposite side (contralateral) or the

same side (ipsilateral) relative to the hemispheric location of

the electrodes. Consistent with Figure 1C, we observed that

the MRL varied with the location of the talker and was higher

when the talker was on the contralateral side relative to the elec-

trodes (Figure 1E). Subtracting the average vowel response from

the average consonant response separately for each of the two

locations eliminates the mean response and highlights the

similarity of the neural response (other than the mean) to speech

irrespective of the location (Figure 1F). We quantified this effect

for individual electrodes by measuring the phoneme discrimina-

bility using the F-statistic43 to calculate the separation between

neural responses to 46 individual phonemes. Figure 1G shows

an overlapping average neural F-statistic over time (0 is the

phoneme onset) for individual electrodes from the contralateral

(pink) and ipsilateral (blue) locations (p > 0.05, paired t test). In

addition to the electrode-level analysis in Figure 1G, we also

quantified the population-level (combined electrodes) phoneme

decoding accuracy as a function of location. We used a linear
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Figure 3. Neural spatial tuning sharpness disappears for spatially overlapping talkers

(A) Task schematic. Simultaneous spatially overlapping talkers in four conditions (1–4) for combinations of attention to two locations and two talkers; comparison

between the encoding of speech from the left (blue) and right (yellow).

(B) Scatterplot of STRF prediction correlations for single electrodes for speech from contralateral (x axis) and ipsilateral (y axis) locations in spatially overlapping

multi-talker case for 2 subjects. Electrodes are colored by brain hemisphere.

(C) Scatterplot of STRF prediction correlations for single electrodes for speech from contralateral (x axis) and ipsilateral (y axis) locations in spatially separated

multi-talker case for 2 subjects. Electrodes are colored by brain hemisphere. See also Figure S1.

(D) Average F-statistic from single electrodes for the separation of 46 individual phonemes from the contralateral (pink) and ipsilateral (blue) locations (p > 0.05,

paired t test).

(E) Population phoneme decoding accuracy (y axis) for 46 individual phonemes from the contralateral (pink) and ipsilateral (blue) locations (p > 0.05, paired t test).
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regularized least squares (RLS) classifier44 to decode 46 individ-

ual phonemes from the contralateral location and the ipsilateral

location (Figure 1H; STAR Methods). Similar to the individual

electrode analysis (Figure 1G), the population neural decoding

also shows similar decoding accuracy from either location

(p > 0.05, paired t test). To summarize, the lack of significant sep-

aration between the plots in Figures 1D, 1G, and 1H indicates

that in the single-talker condition, the neural encoding of

spectrotemporal and phoneme features is unaffected by the

location of the talker in space, although the location of the talker

changes the MRL of the response (Figures 1C and 1E). Next, we

examine how the encoding of speech and location changes in

multi-talker scenarios.

Enhanced bottom-up representation of contralateral
speech in multi-talker conditions
We showed that the location of the talker in the single-talker

condition does not change the spectrotemporal and phonetic

encoding of speech, but it changes the MRL. On that precedent,

we then tested whether this effect also holds in multi-talker

acoustic conditions. In other words, we tested whether simulta-

neous speech from contralateral and ipsilateral locations is
encoded with similar accuracy in the auditory cortex. This anal-

ysis aimed to examine the bottom-up encoding of speech fea-

tures, but since the task always required the subject to focus

on a specific talker, we needed to control for the possible modu-

latory effects of attention. We therefore averaged out the atten-

tional effects by combining across all attended and unattended

trials from the contralateral side and compared them with all

combined attended and unattended trials from the ipsilateral

side. For example, we compared the response of an electrode

in the left brain hemisphere between ipsilateral locations (Fig-

ure 2A, in blue, attended and unattended combined on the ipsi-

lateral side) and contralateral locations (Figure 2A, in yellow,

attend and unattended combined on the contralateral side).

We first examined the encoding accuracy of spectrotemporal

features of speech from contralateral and ipsilateral talkers using

STRFs. For a given electrode, we measured nonspatial STRFs

(calculated using a single-channel spectrogram without spatial

features) for contralateral speech and ipsilateral speech

separately and compared the prediction accuracy of the two.

Figure 2B shows the correlation between actual and predicted

responses from STRFs for contralateral and ipsilateral talkers.

In contrast to the single-talker case (Figure 1D), we found that
Current Biology 32, 3971–3986, September 26, 2022 3975
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Figure 4. Attended talker’s location modulates the neural MRL

(A) Task schematic. Spatially separated multi-talker experiment. Comparing neural responses for attended talker’s location left versus right conditions (blue

versus yellow blocks).

(B) Histograms of contralateral selectivity index for the attended talker (CSIattend) from mean high gamma responses of individual electrodes for the left and the

right brain hemispheres (p < 0.001, unpaired t test). See also Figure S2.

(C) Average high gamma responses to phoneme consonants (left) and vowels (right) from the two attended talker’s locations, contralateral in pink and ipsilateral in

blue.

(D) Average F-statistic from single electrodes for the separation of 46 individual phonemes for attended (blue) and unattended (magenta) conditions (p < 0.001,

paired t test). The plot for the contralateral location is on the left, and the plot for the ipsilateral location is on the right.

(E) Population phoneme decoding accuracy (y axis) for 46 individual phonemes from attended (blue) and unattended (magenta) conditions (p < 0.001, paired t

test). The plot for the contralateral location is on the left, and the plot for the ipsilateral location is on the right.

(F) Enhancement of phoneme decoding accuracy with the location of attended talker from contralateral (pink) and ipsilateral (blue) locations (p < 0.001, paired t

test).
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the electrodes had significantly higher STRF predictions for

contralateral speech than for ipsilateral speech (p < 0.001, per-

mutation test) (Figure 2B). We quantified this preference for

contralateral talkers by defining a metric called spatial tuning

(ST). ST is defined as the difference in STRF prediction accuracy

(Pearson’s r) of speech between contralateral and ipsilateral

locations normalized by the sum of the two (STAR Methods).

We found that neural sites had higher ST in the spatially sepa-

rated multi-talker scenario than in the single-talker case

(p < 0.001, paired t test; Figure S1B), indicating a more accurate

encoding of contralateral talkers comparedwith that of ipsilateral
3976 Current Biology 32, 3971–3986, September 26, 2022
talkers in the multi-talker scenario. However, as averaging over

attended and unattended conditions may obscure weak effects

in one condition when there is a particularly strong effect in the

other condition (e.g., weak bottom-up effects in the unattended

condition may be obscured by stronger top-down attentional

effects in the attended condition), we performed a follow-up

control analysis. That is, to ensure that the observed contralat-

eral preference is independent of attention, we repeated the

analysis from Figure 2B separately for both the attended condi-

tion and unattended condition. As expected, we found that elec-

trodes had higher STRF prediction correlations for attended
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Figure 5. Attention to the identity of the talker modulates the neural STRF

(A) Task schematic. Spatially separated multi-talker experiment. Comparing neural responses in the attended male and attended female conditions (blue versus

yellow blocks).

(B) Average STRF from all AMI electrodes for the attended female minus the attended male condition for the same mixed stimulus (left); attended female minus

attended male acoustic profile from single-talker speech spectrograms (right). See also Figures S3 and S4.

(C) First principal component of the neural STRF from (B) in blue; acoustic spectral profile in pink.

(D) Average high gamma responses to consonants minus vowels for the attended talker condition in orange and the unattended condition in purple.

(E) F-statistic from single electrodes for the separation of 46 individual phonemes from the attended talker (orange) and unattended talker (purple) conditions (p <

0.001, paired t test).

(F) Population phoneme decoding accuracy (y axis) of 46 individual phonemes from attended speech (orange) and unattended speech (purple) (p < 0.001, paired t

test).
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contralateral speech compared with attended ipsilateral speech

(Figure S1D, p < 0.001, paired t test) and higher STRF prediction

correlations for unattended contralateral speech compared with

unattended ipsilateral speech (Figure S1E, p < 0.001, paired

t test). These results confirm that the contralateral preference

in the multi-talker condition is independent of top-down atten-

tional effects.

To examine the encoding of phonetic features in the multi-

talker case, we measured the difference between average re-

sponses to consonants and vowels. In contrast to single-talker

scenarios (Figure 1F), we found that in the multi-talker scenario,

the qualitative response to phoneme features has a larger dip

when computed for the talker in the contralateral location

(Figure 2C, pink) than for the talker in the ipsilateral location (Fig-

ure 2C, blue). We quantified this effect for all individual

electrodes by measuring phoneme discriminability (F-statistics)

for contralateral and ipsilateral talkers using 46 individual pho-

nemes. We found that the F-statistic was indeed higher for

contralateral speech than for ipsilateral speech (Figure 2D,

p < 0.001, paired t test). Population decoding of 46 individual

phonemes, using a linear classifier, also shows superior decod-

ing accuracy for phonemes of the contralateral talker (Figure 2E,
p < 0.001, paired t test). Together, these results show that in a

multi-talker condition with spatially separated talkers, the neural

sites preferentially represent the talker on the contralateral side,

as compared with the talker on the ipsilateral side, and more

accurately encode the spectrotemporal and phonetic features

of the contralateral talker. This enhanced response to the contra-

lateral talker is a bottom-up effect, as it occurs irrespective of

top-down attention. Note that we also evaluated whether this

effect was stronger in primary (HG) or higher-order (PT, STG)

auditory regions, but we did not find a significant difference

between the ST from different anatomical regions in the auditory

cortex (HG, PT, and STG; Figure S1C, p > 0.05, unpaired t test).

To better visualize ST from these anatomical areas we have co-

lor-coded Figures 1D and 2B by anatomical region (Figures S1F

and S1G).

To investigate whether the observed ST shift to the contralat-

eral location is caused by the presence of an additional

competing talker or whether it depends on spatial separation be-

tween the talkers, we designed a control condition in which the

two simultaneous talkers were collocated in space (at either 45

or �45 degrees; Figure 3A). Due to the limitations in recording

time with patients, we could run this control in only two out of
Current Biology 32, 3971–3986, September 26, 2022 3977
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Figure 6. Relationship between single-talker neural features and multi-talker neural features

(A) Top-down attention modulation to the talker identity in the multi-talker case is explained by single-talker selectivity but not by location selectivity. See also

Figure S4.

(B) Top-down attention modulation to talker location in the multi-talker case is explained by single-talker location selectivity but not by talker selectivity.

(C) Bottom-up sharpening of neural tuning to contralateral talker in the multi-talker case is explained by single-talker location selectivity and by talker selectivity.
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seven subjects (40 out of 119 responsive electrodes). We

repeated the analysis from Figure 2B for the collocated multi-

talker scenarios. In contrast to the spatially separated multi-

talker condition (Figure 2B), in the collocated multi-talker

condition we found the lack of ST to speech from the contralat-

eral location compared with the ipsilateral location (Figure 3B,

p < 0.05, paired t test). However, similar to Figure 2B, neural re-

sponses for spatially separated multi-talkers for these two sub-

jects show preference in encoding contralateral speech over

ipsilateral speech (Figure 3C, p < 0.001, paired t test). We also

verified that the control analysis that we performed in the

spatially separated multi-talker condition (i.e., in which we

compute the contralateral preference separately for the attended

and unattended condition; Figures S1D and S1E) holds true

when performed on these two subjects (paired t test,

p < 0.001). We further repeated the phoneme discriminability

analysis from the spatially separated multi-talker scenario

(Figures 2D and 2E) for the spatially collocated multi-talker sce-

nario. In contrast to the spatially separated multi-talker scenario,

we found that the phoneme discriminability (F-statistics) for indi-

vidual electrodes in the spatially collocated scenario was not

higher when the talkers were on the contralateral side of elec-

trodes than on the ipsilateral side (Figure 3D, p > 0.05, paired t

test). Similarly, the population decoding analysis did not show

higher accuracy in decoding the phoneme features of the talkers

on the contralateral side (Figure 3E, p > 0.05, paired t test). In

summary, we found that for spatially separated talkers, the elec-

trodes in the auditory cortex become inherently more responsive

to the speech of the contralateral talker than that of the ipsilateral

talker and better represent the spectrotemporal and phonetic

features of the contralateral talker’s speech. However, this

contralateral benefit only occurs when there is spatial separation

between talkers. When talkers are collocated, there is no effect

of location on speech encoding similar to our observations in

the single-talker scenario.

Top-down modulation of neural responses by the
location of the attended talker
We showed that in a single-talker experiment, the location of the

talker changes the MRL of the neural responses, where on

average, the mean is higher for contralateral locations. In this
3978 Current Biology 32, 3971–3986, September 26, 2022
section, we examine how the location of an attended talker in

a spatially separated multi-talker condition changes the neural

response. Furthermore, we perform additional analysis to

examine the lateralization of the alpha band based on the at-

tended talker’s location. Finally, we examine the anatomical

distribution of brain areas that show varying neural representa-

tion based on the attended talker’s location. We addressed this

question by combining the neural response of each electrode to

all trials in which the attended talker was at the contralateral

location and compared it with all trials in which the attended

talker was at the ipsilateral location (Figure 4A, blue versus yel-

low), irrespective of the talker’s voice (i.e., male or female). In

this comparison, the same speech tokens were heard in each

condition, the only difference was that the attended talker

was at left versus right locations. We quantified attentional ef-

fects by calculating theMRL and the resulting CSI for each elec-

trode in the attend-left and attend-right conditions (STAR

Methods), mirroring the analysis for the single-talker scenarios

(Figure 1C). The measure ‘‘CSIattend’’ for all electrodes is

shown in Figure 4B, and histograms are colored by the

electrode location in the left (green) or right (brown) hemisphere.

Figure 4B shows that CSIattend is positive for the right

hemisphere electrodes, indicating their higher MRL in the

attend-left (contralateral) condition compared with the attend-

right (ipsilateral) condition. However, the CSIattend for left

hemisphere electrodes is centered around zero. The difference

betweenmeans of the histograms is 0.012 (Figure 4B, p < 0.001,

unpaired t test). Note that this difference is smaller than the dif-

ference obtained in the single-talker case (0.03), showing the

weakening of ST in the presence of competing talkers. This

analysis thus shows that the electrode’s MRL is modulated by

the attended talker’s location, where the contralateral location

increases the relative neural MRL, compared with the ipsilateral

location. The similarity of CSIattend in the multi-talker condition

and CSI in the single-talker condition shows a high correlation

between the two values (r = 0.53, p < 0.001; Figure S2A). This

high correlation shows that the more selective an electrode is

to the location of speech in the single-talker case, the more

will it be modulated by attention to location in the multi-talker

case. The CSIattend is for each electrode is shown on the brain

in Figure S2B. We did not find a significant difference between



Figure 7. Relationship with the latency

Correlation values between electrode response latency and the effects from

single-talker and multi-talker conditions.

See also Figure S5.
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the absolute value of CSIattend in different anatomical regions

(HG, STG, and PT) in the auditory cortex (Figure S2C, p > 0.05,

unpaired t test). Replicating the analysis in Figure 4B separately

for each talker also reveals similar trends in CSI (Figure S2D).

Finally, we analyzed attentional modulations of power in the

alpha band to verify if our dataset reflects the well-known alpha

lateralization34 in response to directional attention and found

similar contralateral lateralization as reported by previous

studies (Figure S2E).

Next, we examined how the attended talker’s location

changed the encoding of phoneme features of the talker

arriving from that location. The average response to conso-

nants (Figure 4C, left) and vowels (Figure 4C, right) shows

that the qualitative baseline response to phoneme features is

higher for attended contralateral speech (in pink) than for at-

tended ipsilateral speech (in blue) (Figure 4C). The raw average

phoneme plots qualitatively show that the location of the at-

tended talker indeed modulates the MRL of neural sites.

Furthermore, we quantified whether the location of an attended

talker enhanced the phoneme discriminability (F-statistics) of

speech arriving from that location at the level of individual elec-

trodes. Phoneme discriminability of 46 individual phonemes for

the attended location is shown in Figure 4D in blue, which is

significantly higher than when the same speech is uttered

from the unattended location in magenta (p < 0.001, paired t

test). Similarly, phoneme decoding from the population of elec-

trodes revealed that the attended talker’s location enhances

the decoding accuracy of individual phonemes in that location

(Figure 4E, p < 0.001, paired t test). Interestingly, attention has

a larger effect in the ipsilateral location than in the contralateral

location (Figure 4F, p < 0.001, paired t test), presumably

because the contralateral location is already enhanced due to

bottom-up effects, as shown in Figure 2.

In summary, we found that the location of the attended talker

modulates the MRL of the neural responses with higher MRL

when an attended talker is on the contralateral location, and

this modulation enhances the encoding of phoneme features at

the location of the attended talker.
Top-down modulation of neural responses with
attention to the talker’s voice
The previous analysis shows how an attended talker’s location

modulates the MRL of the neural response. In this section, we

examine how the attention to a talker’s voice irrespective of loca-

tion modulates the neural response. We also perform additional

analysis to explore the effect of this modulation in different

anatomical regions (HG, PT, and STG) and in right versus left

brain hemispheres. Further, we qualitatively show these effects

in single electrodes with raw data plots.

To answer the central question of the effects of attention on

neural representation of a talker’s voice, we combined the neural

response of each electrode to all trials when the subject attended

one talker and compared the response with all conditions when

the subject attended the other talker, irrespective of where the

talker was located (Figure 5A, comparing conditions blue versus

yellow). We evaluated the effect of attention to the talker by

measuring the spectrotemporal tuning of neural sites in a

spatially separatedmulti-talker scenario. The STRF of electrodes

are estimated from the same mixed stimuli for two conditions:

first in the attend-male condition and second in the attend-fe-

male condition (STAR Methods; Figure 5A). Since the analysis

is performed on the same mixed audio, the differences in

STRFs directly reflect the effects of attention to talker voices

on the STRFs. We have previously shown that attentional effects

are not equally present in all neural sites.3 Hence, we first defined

an attentional modulation index (AMI), designated AMI-talker, as

the difference in STRF predictions from attended and unat-

tended talkers across both locations normalized by their sum

(Figure S3A).3,4 We found that 44 neural sites (36.97%) were

significantly modulated by attention to the talker (AMI-

talker > 0.04, threshold chosen based on null distribution of

AMI-talker) (STAR Methods).3 For these electrodes, we

measured two STRFs, one that mapped the mixed stimulus

spectrogram to the attend-male neural response and another

that mapped the same mixed stimulus to the attend-female

neural response. We then averaged these STRFs across all

AMI-modulated electrodes and calculated the difference be-

tween the resultant average attend-female STRF and average

attend-male STRF (Figure 5B, left). The colors red and blue in

Figure 5B reflect the difference between excitatory regions in

average attend-female and average attend-male STRFs. The

difference in STRF shows the change in frequency tuning with

positive values (red) indicating increased responsiveness to fre-

quencies when attending to the female talker and negative

values (blue) indicating increased responsiveness to frequencies

when attending to the male talker. We further compared this dif-

ference in STRF with the difference between acoustic spectral

power of female and male talkers (Figure 5B, right), obtained

by measuring the difference between time-averaged spectro-

grams of the female and male talkers, respectively (STAR

Methods). The difference in spectral power highlights the

contrast between their pitch and formant frequencies. The

similarity between the neural STRF difference and the acoustic

spectral power difference in Figure 5B showed that attention to

a talker shifts the spectral tuning of electrodes toward the

distinctive spectral features of that talker. For example, the

higher formant frequency of the female talker (in red) or the lower

pitch of the male talker (in blue) in Figure 5B. We quantified this
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talker-matched tuning shift by comparing the first principal

component of the STRF in Figure 5B with the spectral difference

of talkers (Figure 5C; r = 0.58, p < 0.001). The colormap in Fig-

ure 5B was adjusted for visualization but the effect is quantified

without adjusted STRFs in Figure 5C. The tuning shift in the STRF

also holds true when each talker location was considered

separately (Figures S3B, S3C, S3E, and S3F). Note that we

used single-channel STRFs (i.e., STRFs measured using

nonspatial, single-channel audio) for our analysis as previous

studies have shown independent encoding of spatial and spec-

trotemporal features in the human auditory cortex.12 However, to

verify an unbiased STRF measurement that includes spatial fea-

tures, the analysis was repeated and verified by concatenating

the left and right stereo STRF (Figures S3G and S3H). Further,

the STRF analysis was performed separately for left and right

brain hemispheres in Figure S3I to verify that the same modula-

tion trends persist in each brain hemisphere. We did not find

significant differences between the absolute value of AMI from

different anatomical regions in the auditory cortex (Figure S3D,

p > 0.05, unpaired t test).

To examine the consequence of this tuning shift on phoneme

encoding of the attended talker, we compared the phoneme

discriminability of attended and unattended talkers. Figure 5D

shows the averaged neural response to consonants minus

vowels for attended (in orange) and unattended talkers (in purple)

where a larger response to the phoneme features of the attended

talker can be seen. Phoneme discriminability (the F-statistics)

also shows significantly better separation for the individual pho-

nemes of the attended talker (Figure 5E, p < 0.001, paired t test).

Finally, the population neural decoding of individual phonemes

also shows superior accuracy for the attended talker (Figure 5F,

p < 0.001, paired t test). We did not find a relationship between

modulation due to attention to location and attention to talker

(r = �0.2, p > 0.05; Figure S4A). In sum, we found that attention

to a specific voice changes the spectrotemporal tuning of neural

sites to match the distinctive acoustic features of that talker. The

result of this shift is the enhancement of phoneme encoding of

the attended talker relative to the unattended talker.

Relationship between neural responses in single-talker
and multi-talker conditions
We showed that in the single-talker condition, the location of

the talker changes the mean neural response. In multi-talker

experiments, we observed three effects: (1) stimulus-driven

enhancement of responsiveness to speech from the contralat-

eral location; (2) modulation of MRL with the location of the at-

tended talker; and (3) modulation of spectrotemporal tuning

with attention to the talker’s voice. Here, we examined how the

response properties in single-talker andmulti-talker experiments

are related across individual electrodes.

From the single-talker experiment, we measured two parame-

ters for each electrode, quantifying the selectivity of electrode re-

sponses for a specific talker and for a specific location. Talker

selectivity is the difference in the neural response to the two

talkers, and it indicates the degree of preferred response of an

electrode to one of the two talkers as quantified by a two-sample

t test (STARMethods).3 Location selectivity is the absolute value

of CSI (Figure 1; STAR Methods) and reflects the degree of

change in the mean neural response with respect to the location.
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From the multi-talker experiment, we quantified three parame-

ters for each electrode, quantifying the degree of spatial tuning

sharpness to contralateral talker (ST), attentional modulation

to attended talker’s location (AMI-location), and attentional

modulation to talker (AMI-talker) (STAR Methods).

To find the relationship between single-talker and multi-talker

parameters, we performed linear regression to predict the multi-

talker parameters (ST, AMI-location, AMI-talker) from the

single-talker parameters (location and talker selectivity) (STAR

Methods). First, we found that talker selectivity successfully pre-

dicted the attentional modulation to talker and did so with nega-

tive weight, meaning that the electrodes whose response was

more similar between the two talkers (or in other words not pref-

erentially ‘‘tuned’’ to one of the talkers) showed higher attentional

modulation when attending to a talker in multi-talker conditions

(Figure 6A). On the other hand, the electrodes that was signifi-

cantly more responsive to a specific talker (prefers a talker due

to its spectrotemporal tuning) changed less with attention.

Example electrode responses are provided in Figure S4C,

showing how a high talker selective electrode encodes pho-

nemes of preferred talker regardless of attentional focus, and

how a high attention modulated electrode encodes phonemes

of an attended talker irrespective of talker identity (Figure S4C).

Single-trial examples for AM are also shown in Figure S4E.

Second, we found that location selectivity predicts both ST

and AMI-location but not AMI-talker (Figures 6B and 6C). This

result meant that electrodes showing a preferred location in

the single-talker experiment also exhibited a larger shift to

the contralateral talker (bottom-up) and were also more highly

modulated by the attended talker’s location (top-down).

However, we did not find a direct correlation between ST and

AMI-location (r = 0.04, n.s.; Figure S4B), suggesting that location

selectivity in the single-talker case governed ST and AMI-loca-

tion in the multi-talker case through two disjointed mechanisms.

ST exhibited by single electrodes is demonstrated in Figure S4D.

Last, we found that while both talker and location selectivity are

significant predictors of the ST, location selectivity has a higher

contribution to the prediction of ST than talker selectivity.

Overall, this analysis establishes a direct connection between

the bottom-up stimulus-encoding properties of an electrode

and how these properties change with top-down attention,

therefore shedding light on the interaction of these two mecha-

nisms in spatial multi-talker conditions.

Latency of attentional modulation to location and talker
Our multi-talker results show that the location of attended talker

(AMI-location) and the voice of attended talker (AMI-talker)

differentially and independently modifies different aspects

of neural responses. We did not observe clear anatomical

and topographical organization of attentional modulations

(Figures S2C and S3D). However, anatomical divisions may not

fully reflect the underlying functional organization of auditory

cortical responses.45 In addition, our intracranial recordings

only sparsely sample the anatomical regions, which makes

functional analysis challenging. Here, we used the latency of

electrode responses to approximate how high the electrodes

are in the neural auditory processing hierarchy, as the latency

reflects the number of synapses away from the auditory periph-

ery.46 We then looked to see if the latency of electrodes was
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related to the attentional processes. We measured the response

latency as the timing of the excitatory peak of the electrode’s

STRF (STAR Methods). In Figure 7, we find that the electrode’s

latency is significantly correlated with both talker selectivity

(negatively; r = �0.56, p < 0.001) and AMI-talker (positively;

r = 0.31, p < 0.001) (see also Figures S5A, S5B, and S5E), indi-

cating that the sites in higher auditory areas lose talker selectivity

but become more strongly modulated by attention to a talker.

The combination of increased attentional modulation of elec-

trodes with lower single-talker selectivity and their higher latency

suggests that higher levels of neural processing are less selec-

tive to specific acoustic features that enable stronger plasticity

to better represent the attended talker. This finding is in line

with a previous intracranial study showing selective representa-

tion of talker’s voice in primary auditory cortex that is not modu-

lated by attention and representation of the attended talker in

the higher nonprimary auditory cortex.3 However, the lack of cor-

relation between latency and locational selectivity (r = �0.06,

p > 0.05), on the one hand, and the lack of correlation

between latency and AMI-location (r = �0.04, p > 0.05), on the

other, shows that these locational effects do not emerge pro-

gressively and are scattered throughout the auditory cortex,

possibly reflecting their subcortical origin47 (Figure 7; see also

Figures S5C and S5D).

Together, these findings suggest that the modulatory effects

of the attended talker’s location start earlier in the auditory

pathway and do not increase through the neural processing hier-

archy. The modulatory effects of attention to the talker’s voice,

however, are progressive and emerge later. Since attention to

the talker happens later in the pathway, this process possibly re-

quires more complex neural computations compared with those

for locational attention.

DISCUSSION

We use direct neural recordings from the human auditory cortex

to examine the bottom-up and top-down effects that shape the

neural representation of speech in single-talker and multi-talker

acoustic conditions where talkers are either spatially separated

or spatially overlapping. In the single-talker condition, we find

that whereas the location of the talker changes the MRL, the en-

coding accuracy of spectrotemporal and phoneme features is

not modulated by location. By contrast, the neural responses

in the spatially separatedmulti-talker condition encode the spec-

trotemporal and phonemic features of the contralateral talker

compared with the ipsilateral talker with higher fidelity, irres-

pective of the subject’s attentional focus. However, attention

differentially modulates either themean response or the spectro-

temporal tuning of neural sites, depending on whether the

modulation is to the attended talker’s location or voice, respec-

tively. These attentional modulations help with the decoding of

the attended speech. We observed the effect of attentional

modulation to the talker’s voice only in the higher auditory cortex

responses, but attentional modulation due to the talker’s loca-

tion is present throughout the auditory cortex. Finally, we found

that the spatial and spectrotemporal tuning properties of neural

sites in single-talker conditions accurately predict the degree

and type of tuning change that would be mediated by top-

down attention in a multi-talker condition, suggesting a
specialized role for various neural populations in representing

multi-talker speech.

Stimulus-driven sharpening of spatial tuning
We found a stimulus-dependent and attention-independent

increased preference for encoding of the contralateral talker in

the spatially separated multi-talker condition. A pre-attentive

preference to encode the contralateral sound source has also

been shown in passive anesthetized animals,19,20, which further

emphasizes the bottom-up nature of this tuning shift. Previous

studies have further shown that this bottom-up tuning shift re-

sults in separation of the competing sources from different loca-

tions in the brain, as each location predominantly activates a

different population of neurons, resulting in separable encoding

of sound sources from different locations.20 This finding is

consistent with our result, which also shows better phoneme

feature encoding for the contralateral talker over the ipsilateral

talker in the spatially separated multi-talker scenario. Our study

extends the findings from animal models in several ways. First,

we show that such a bottom-up pre-attentive separation of the

content of simultaneous spatially separated sounds also occurs

for a complex natural sound such as speech and in awake,

behaving humans. Second, we show that the effect of ST is

not present when there is no spatial separation between simulta-

neous sound sources, in which case such a shift cannot facilitate

stream segregation. Last, we show that this sharpened ST still

remains plastic and can be modulated with top-down attention.

Since we find these processes irrespective of attentional focus, it

suggests that they may be the result of anatomically hard-wired

neural circuits such as the neural circuitry that enables lateral in-

hibition in the auditory periphery. Such a bottom-up representa-

tion thus gives a substrate on which top-down auditory attention

may act by enhancing or suppressing the behaviorally relevant

streams. The animal literature remains unclear as to whether

sound localization and stream segregation from spatial cues

share a common anatomical pathway19,48 or whether they are

disassociated.49 In our study, we find 61.7% of the electrodes

that are modulated by the attended talker’s location also exhibit

bottom-up sharpening of ST, which suggests a shared neural

substrate for these two effects. However, the degree of shift

caused by bottom-up ST to the location and the top-down mod-

ulation of responses with the location of the attended talker was

not correlated. This lack of correlation implies the possibility that

these two effects are governed by separate neural mechanisms,

where one represents the stimulus features and the other inte-

grates top-down signals into this representation. It is worth

noting that the bottom-up contralateral preference we report

here has not always been seen in human noninvasive

studies,33,34,50 which could be due to the lack of resolution

necessary to capture such cortical effects and disentangle

them from attention-driven effects.

Modulation of neural responses by the attended talker’s
location
The modulation of neural responses by the attended talker’s

location in a spatial multi-talker scenario has been studied in

humans only with noninvasive methods. EEG and magnetoen-

cephalography (MEG) studies report the contralateral lateraliza-

tion of the alpha band (8–12 Hz) in response to the attention to
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location of a talker.33,34 The underlying neural mechanisms that

lead to alpha band lateralization can only be speculated due to

the resolution limitations of neural measurement methods.

Here, we show that the location of an attended talker in the

multi-talker condition changes the MRL of the neural response

in the high gamma band. This modulation is stronger in the right

brain hemisphere than in the left brain hemisphere. This finding is

consistent with an EEG study that also showed stronger atten-

tional modulations in the left hemisphere.51 However, it should

be noted that electrode coverage is limited in the present study.

Further studies with comparable hemispheric coverage are

necessary to verify this lateralization. Since it has previously

been shown that the high gamma band is related to the firing

rate of the underlying population of neurons close to the elec-

trode36,52, a change in MRL with attention to location is likely a

change in the baseline firing rate of the underlying neuronal

population that encodes that location. Whether the lateralization

in the alpha and high gamma bands is mediated by the same

correlative or causal neural mechanism requires further

research.

Extensive work has been done in the cognitive science litera-

ture topindown the top-downattentioncontrolmechanisms,53,54

including delineating the involvement of right temporoparietal

junction (RTPJ) and the left inferior parietal supramarginal part

(LIPSP) top-down attention control based on attention switching,

using spatial and pitch features, respectively;1 and the involve-

ment of dorsal pre-central sulcus, superior parietal lobule, and

left frontal eye fields (FEF) versus inferior frontal gyrus and left

posterior STS for the preparatory activity, using spatial attention

versus pitch attention, respectively.2,55 Our study is focused on

modulation of neural response in the auditory cortex based on

attended spatial features as opposed to attention control mech-

anisms in the non-auditory areas. Further research can possibly

shed light integrating how top-down attention control and top-

down attention selection mechanisms work together to separate

the attended speech.

Modulation of neural responses by attention to the
talker’s voice
Neural modulation by attention to a talker’s voice has also been

extensively studied in humanswith invasive3,4 aswell as noninva-

sive methods.32,56,57 These studies find a static and diverse tun-

ing to spectrotemporal features of talkers in primary auditory

areas and increased dynamic modulation by attention to talkers

in the nonprimary auditory areas. Our results are consistent

with this finding, aswe also find increased attentional modulation

effects to a talker (AMI-talker) in areas with longer response la-

tency. However, we did not see the same trend in the degree of

attentional modulation to location (AMI-location), as it did not

show a correlation with latency. One implication for this finding

is that top-down attention is integrated into the representation

only at a level that has the required representational complexity

to separate sound sources in the bottom-up hierarchy. This

notion therefore suggests an earlier and possibly subcortical

origin for processing spatial information, which is plausible as

hemispheric interactions start early in the auditory pathway

before the signal reaches the cortex.47 Talker separation, on

the other hand, is different. Because of the acoustic similarity of

speech from different talkers, their representation is highly
3982 Current Biology 32, 3971–3986, September 26, 2022
overlapping in the auditory periphery, as they share similar spec-

tral and temporal energies. Therefore, talker separation first re-

quires the transformation of the time-frequency representation

of the acoustic signal at the auditory periphery onto a high-

dimensional representation in which the talkers are more easily

separable,3,4 which can be achieved using nonlinear transforma-

tions of the acoustic signal.58 Our findings are in line with more

recent studies showing transformation of neural responses

from acoustic to phonetic to lexical information with an increase

in latency50 anddifferential modulation of acoustic versus higher-

order phonetic and lexical representation by attention.50,59

The formation of auditory objects in complex auditory scenes

depends on poorly understood interactions between goal-

driven top-down and stimulus-driven bottom-up processes.

The goal-driven top-down attentional process selectively allo-

cates cortical processing resources to sounds of interest,

whereas the stimulus-driven bottom-up process registers the

entire acoustic scene and selectively gates incoming salient

signals.60 Past noninvasive human studies have shed light on

the anatomical and functional categorization of these two pro-

cesses. These studies show that largely overlapping neural

circuits are activated by bottom-up and top-down auditory

attentional processes.61,62 The top-down effects are said to

enhance the neural encoding of voluntarily attended sensory in-

puts relative to other objects in the scene and suppress irrele-

vant sensory information.63 Similarly to our result, attention is

shown to modulate different aspects of the neural response,

depending on where the attention is directed. For example, de-

pending on the task and the focus of attention, neurons can

shift their spectral tuning,27 temporal modulation tuning,64

spectral and temporal structure of the stimulus,65 and ST during

active sound localization.25,26 Our findings are consistent, as

we show that attention to the location or voice of a talker has

differential effects on neural responses in multi-talker speech.

From the encoding perspective, previous studies show a bot-

tom-up multidimensional and multiplexed representation of

sound in the mammalian auditory cortex.18,66,67 These studies

show that the same neural population in the primary auditory

cortex encodes stimulus features along both spectral and

spatial features. Consistent with these findings, we also found

that spectral and spatial information are encoded in different

aspects of the neural response and in the same population.

Our study, however, goes beyond this finding by also showing

that the neural encoding of spatial and spectral features is inde-

pendently modulated by top-down attention to these stimulus

properties. Collectively, these results demonstrate a neural

coding scheme in which different aspects of the stimulus are

separately encoded by bottom-up mechanisms that then

interact with top-down attention to these features, therefore

creating a multifeatured, multidimensional, and dynamic repre-

sentation of the stimulus.

Contribution to the hypothesized sound localization
frameworks
The traditional theoretical framework has postulated a dual hier-

archical ‘‘what’’ and ‘‘where’’ pathway68 with an anteroventral

processing stream responsible for the recognition of auditory

objects such as communication sounds and a posterodorsal

stream responsible for sound localization. With this view, the
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cortical processing of sound location is expected to be found in

the higher posterior-dorsal auditory areas, such as the planum

temporale. However, the extent to which the neural mechanisms

involved in sound localization align with this model is a matter of

debate.30,69 On the one hand, there is evidence in support of

such a hierarchical processing of sound location in both hu-

mans70,71 and animals,72,73 showing that the location of sound

specifically affects higher-order areas posterior to the primary

auditory cortex. On the other hand, few recent studies in ani-

mals25 and humans12,26 show that the location of sound stimulus

affects neural responses as early as the primary auditory cortex,

going against a strict hierarchical feedforward model of spatial

processing.30 Our study provides insight by identifying the neural

populations that are affected by these effects. Looking at the

neural processing hierarchy in the auditory pathway, we find

that (1) the bottom-up ST, (2) the top-down AMI-location, and

(3) the top-down AMI-talker target different but overlapping

cortical neural populations. We find that the effects of bottom-

up sharpening of neural ST and top-down modulation by at-

tended location start as early as the primary auditory cortex,

and top-down attention to talker identity is largely dominant in

neural populations later in the auditory pathway. The former

suggests that location processing is not strictly feedforward

since we find effects of attentional modulation on location in

short latency electrodes in the primary auditory cortex and that

this processing does not increase throughout the processing hi-

erarchy. Our findings are thus in line with the recent work that

active, goal-oriented localization reduces the assumptions of

increased spatial processing in the posterodorsal stream, which

was often established using passive listening.25,26

An important debate concerning sound location processing is

whether one brain hemisphere is sufficient to localize sound or

whether both hemispheres are necessary.30 Decoding studies

report better location estimates when both brain hemispheres

are employed.12,17 We report that bottom-up sharpening of ST

enhances the encoding of contralateral speech, and top-down

attention to location changes the baseline MRL of these same

sites. In particular, we find that attending to the ipsilateral side

has a larger modulatory effect than attending to the contralateral

side, presumably because the contralateral talker is already

enhanced by bottom-up ST. Hence, one possible contribution

from our results to this theoretical debate is a model of spatial

processing in which bottom-up ST separates sources to

different brain hemispheres. Top-down attention to the location

acts as a rectifying network indicating which of the two brain

hemispheres should be given a larger weight in order to readout

the attended talker’s speech from the neural response. Further

studies using connectivity analysis can shed more light on this

question by determining how network connectivity between

hemispheres changes when a subject switches attention from

one location in space to another.

By examining the bottom-up representational properties and

top-down attentional modulation of spatially separated multi-

talker speech in the human auditory cortex, our study takes a

major step toward determining the neural mechanisms that are

involved in processing spatially separated multi-talker speech

and the interaction and integration of bottom-up and top-down

signals giving rise to signal transformations that allow for the se-

lection of a desired stream from the multitude of sound sources.
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MATLAB MathWorks, Natick, MA https://matlab.mathworks.com/

Freesurfer’s parcellation Dykstra et al.;74 Fischl et al.75 https://surfer.nmr.mgh.harvard.

edu/fswiki/FreeSurferWiki

Brainstorm Tadel et al.76 https://neuroimage.usc.edu/

brainstorm/Introduction

LISTEN HRTF Jot et al., 199577 http://recherche.ircam.fr/

equipes/salles/listen/

Codes for phoneme analysis,

high0gamma envelope

extraction and STRF analysis

Khalighinejad et al.78 https://www.ncbi.nlm.nih.gov/

pmc/articles/PMC5805377/

Auditory spectrogram

calculation

Neural Systems Laboratory http://nsl.isr.umd.edu/

downloads.html
RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, NimaMes-

garani (nima@ee.columbia.edu).

Materials availability
This study did not generate new unique reagents.

Data and code availability
All the original code and software used is publicly available as of the date of publication. DOIs are listed in the key resources table. The

data that support the findings of this study are available upon request from the lead contact, Nima Mesgarani (nima@ee.columbia.

edu).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Participants and data collection
Seven adult subjects (four male and three female) with self-reported normal hearing and fluency in American English participated in

this study. As a part of the clinical procedure to localize the epileptic focus, these participants were implanted with high-density multi-

electrode arrays with contact spacing of 3.5mm (3 subjects bilaterally in the auditory cortex and 4 subjects unilaterally in the right

auditory cortex). Intracranial EEG signals were recorded from these patients at a sampling rate of 3000 Hz per channel (16-bit pre-

cision, range ± 8 mV, DC) with a data acquisition module using RZ2 bioamp processor, PZ5 neurodigitizer amplifier and RS4 data

streamer (Tucker-Davis Technologies (TDT), Alachua, FL, USA). Either subdural or skull electrodes were used as references, as

dictated by recording quality at the bedside after online visualization of the signal. Speech signals were recorded in sync with the

intracranial EEG for subsequent offline analysis. The research protocol was approved by the Institutional Review Board of Feinstein

Institute for Medical Research, and signed consent forms were obtained from all participants in the study.

METHOD DETAILS

Stimulus
Narrative American English sentences (5s long on average) connected to form coherent stories were recorded in house from one

male and one female talkers. These sentences were presented to subjects using standard Panasonic stereo in-ear headphones

(Panasonic RP-HJE120) at a sampling rate of 44.1 KHz in the following three scenarios:

1 Single-talker task: The subjects listened to speech froma singlemale talker and a single female talker coming from the horizontal

plane in two locations (45 and -45 degrees) in the azimuthal plane (Figure 1B). Fifty sentences divided equally between the two

locations were spoken by each talker. The content of the story spoken by the male differed from that spoken by the female.
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2 Multiple Spatially Separated Talkers task: The subjects listened to simultaneous speech from a male and a female talker

separated in azimuthal space (45 and -45 degrees) (Figure 2A). The subjects listened to exactly the same mixture twice in

two separate blocks. In the first block, they were asked to focus on the female talker while she randomly switched between

the two azimuthal locations after each sentence; in the second block, they were asked to focus on the male talker as he

randomly switched between the two azimuthal locations. For this case, we used the same 50 sentences from the single spatial

speech task presented at the same locations, with the only modification being that the two talkers were simultaneously

presented.

3 Multiple Spatially Overlapping Talkers: The same speech from the Multiple Spatially Separated Talkers scenario was played,

but the talkers were collocated in all blocks. The blocks were structured in a similar manner to the Multiple Spatially Separated

Talkers task, with two blocks for the samemixture speech, but subjects attended to the female in the first block and attended to

the male in the second block.

To avoid confounding attentional effects, we presented the scenarios in the following order: 1) multiple spatially separated talkers

2) multiple spatially overlapping talkers and 3) single talker. Note that although sentences were repeated once in the multi-talker

conditions (i.e. each sentence was presented once in the attended condition and once in the unattended condition), there was little

chance of adaptation or familiarization. Specifically, attention was directed only once to each sentence and the large number of

sentences (50 per speaker, 100 in total) introduced considerable time in between repetitions, reducing chances of adaptation and

familiarization. We compared 30 individual HRTFs from the LISTEN HRTF dataset79 and chose the HRTF filter of an average-size

head in that dataset. We rendered the speech in azimuthal space by convolving the HRIR (Head Related Impulse Response)

filters for the left and right ear with the mono speech sound to obtain a spatially rendered binaural speech at 0-degree elevation

and +45-dgree and -45-degree azimuths.

QUANTIFICATION AND STATISTICAL ANALYSIS

Preprocessing neural data
Neural datawere analyzedoffline usingMATLABsoftware (Mathworks Inc). All dataweremontaged to acommonaverage reference 80

to reduce the effect of recording noise. The data were resampled to 400 Hz. Line noise at 60 Hz and its harmonics (up to 180 Hz) were

removed using a notch filter (designed using function fir2 and implemented using function filtfilt) with an order of 1000. The envelope of

the high gamma band (70-150 Hz) was then extracted from the data using the Hilbert transform followed by downsampling the data to

100 Hz.81 To obtain the envelope of this broad-band signal, we first filtered the data into eight frequency bands (10Hz wide each) be-

tween 70 and 150Hz usingMATLAB’s fft and ifft functions- code available as EcogExtractHighGamma.m.78 After this, the envelope of

each band was obtained by taking the absolute value of the Hilbert transform and finally the envelope of all the eight frequency bands

were summed to compute the final envelope. We normalized the neural responses to zero mean and unit standard deviation. The

normalization was done by finding the mean and standard deviation from male and female blocks combined (but separately done

for single andmulti-talker experiments). We selected responsive electrodes bymeasuring the STRF prediction correlation for all elec-

trodes in the single-talker condition. We defined responsive electrodes as the electrodes that had significant STRF prediction corre-

lations, resulting in 119 electrodes.

Calculating the spectrotemporal receptive fields (STRF)
For all the STRF analysis, we used mono-stimulus (stimulus with no spatial information) to estimate the encoding of spectrotem-

poral features. We first converted the sound waveform onto a time-frequency representation using a model of cochlear frequency

analysis, consisting of a bank of 128 asymmetric constant-Q filters equally spaced on a logarithmic axis.82 The Matlab code to

calculate the auditory spectrogram is available at http://nsl.isr.umd.edu/downloads.html. The output of the filter bank was then

resampled to 50 frequency bands to prevent parameter overfitting. We calculated the STRF of each electrode using the normal-

ized reverse correlation algorithm (STRFLab software package available at http://www.strflab.berkeley.edu).83 Regularization and

4-fold cross-validation techniques were used to prevent overfitting of the STRF.84 Sparseness values are picked from 8, 16, 32

and tolerance values from 0.5, 0.05, 0.1. Note that the algorithm picks the exact same parameters (sparseness=8, tolerance=0.05)

for the analysis in Figure 5 making the STRFs for attend male vs female comparable. The response latency parameter was esti-

mated by finding the centroid of the excitatory region of the STRF along the time dimension (single-talker STRFs were used for this

estimation).

To obtain the STRF prediction correlations (analysis in Figures 1D and 2B), we first predicted the neural response from an elec-

trode’s nonspatial STRF using a 4-fold cross-validation. We then correlated the predicted neural response to the actual neural

response to obtain a STRF prediction correlation value. The STRF measured for analysis in Figure 5 used the mixture speech stim-

ulus. For each electrode, we firstmeasured STRF separately in each of the two attention conditions from Figure 5A (attend female and

attend male) using the exact same mixture speech. We then averaged the STRFs across electrodes to obtain a mean attend-female

STRF and mean-attend male STRF. We subtracted the resultant attend-male STRF from attend-female STRF to calculate the modu-

latory effects of attention to talker on spectrotemporal receptive fields. These effects hold regardless of the location of attended talker

as shown in Figure S3. STRF analysis from Figure 5 has been repeated and verified using stereo STRFs in Figure S3.
e2 Current Biology 32, 3971–3986.e1–e4, September 26, 2022

http://nsl.isr.umd.edu/downloads.html
http://www.strflab.berkeley.edu


ll
Article
Brain maps
The electrodes were mapped onto the brain of each subject using coregistration by iELVis85 followed by their identification on the

postimplantation CT scan using BioImage Suite.86 Following coregistration, electrodes were snapped to the closest point on the re-

constructed brain surface of the preimplantation MRI. We used the FreeSurfer automated cortical parcellation74,75 to identify the

anatomical regions in which each electrode contact was located within�3mm resolution. We used Destrieux’s parcellation,35 which

provides higher specificity in the ventral and lateral aspects of the medial temporal lobe compared to the Desikan Killiany atlas.87

These automated parcellation labels were closely inspected by the neurosurgeon using the subject’s coregistered postimplant

MRI. The electrodes were plotted on the average brain template ICBM15288 using Brainstorm.76

Estimation of the metrics of CSI, CSIattend, location selectivity, AMI-location, talker selectivity, AMI-talker, and ST
Calculation of single-talker contralateral selectivity index (CSI)

Using the neural responses during the single-talker task, we measured the location selectivity of an electrode from the mean-

response level (MRL) of an electrode to define a contralateral selectivity index (CSI):

MRL45 =
1

T

XT

t = 0

r45ðtÞ MRL� 45 =
1

T

XT

t = 0

r� 45ðtÞ
CSI =
MRL� 45 � MRL45

MRL� 45 +MRL45

Where r45ðtÞ and r� 45ðtÞ are the unnormalized high gamma power envelope (microvolts squared) response of each electrode to the

speech arriving from 45 and -45 degrees respectively. For each location, we concatenated all trials over time excluding the initial 0.5s

of each trial to limit the analysis to the sustained parts of the response as done in.12 T is the total duration of the stimulus in each

location (after excluding the first 0.5s from each trial). Location selectivity for each electrode ismeasured as the absolute value of CSI.

Calculation of CSIattend and AMI-Location

For multi-talker, we quantified the modulation of the neural responses with attention to location as follows:

MRL attend45 =
1

T

XT

t = 0

r attend45ðtÞ MRL attend� 45 =
1

T

XT

t = 0

r attend� 45ðtÞ
CSIattend =
MRL attend� 45 � MRL attend45

MRL attend� 45 +MRL attend45

Where r attend45ðtÞ and r attend� 45ðtÞ denote the unnormalized neural responses of each electrode to themixed speech when the

subject attends to talker at 45 and -45 degrees (calculated similarly as described in section above), respectively, and CSIattend quan-

tifies the modulation of neural responses with attention to 45 and -45 degree locations. Finally, the modulation of the contralateral

selectivity index with attention to location, AMdirection, is defined as the absolute value of CSIattend:

AMdirection = jCSIattendj

Calculation of single-talker Talker Selectivity
Wemeasured talker selectivity for an electrode by performing a two-sample t-test between the sustained neural response to all sin-

gle-talker male speech and the sustained neural responses to all single-talker female speech (500ms after the trial onset to the end of

trial). We then computed the absolute of the t-value of this t-test to measure the preference of the electrode responds to one talker

over the other.3

Calculation of AMI-Talker

Our definition of attention modulation to the talker, similar to the definition in,3 was as follows:

AMTalker =
Crrattend � Crrunattend

1+Crrattend +Crrunattend

where Crr in this equation denotes the average correlation coefficient between the actual and STRF predicted neural responses

(average is taken across trials). The predicted neural responses used in the calculation of Crrattend and Crrunattend are obtained

from the STRFs that are calculated from the same neural response to mixed speech but with respect to single-talker spectrograms

of attended and unattended talkers, accordingly. As a result, the Crrattendand Crrunattend for a given mixture measure the encoding of

attended and unattended speech in the neural responses. Therefore, the electrodes that are modulated more by attention to a talker

will have higher values of Crrattendthan the Crrunattend and consequently higher values of AMTalker .

To determine the significance of AMdirection, we generated a null distribution for AMTalker using the same equation above, but the

STRF prediction values are instead calculated by correlating the shuffled predicted neural response along the trials to the actual
Current Biology 32, 3971–3986.e1–e4, September 26, 2022 e3
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neural response. Similar to3 for AMI-talker analysis (Figure 5), we used only the electrodes whose AMI was higher than the threshold

established for statistical significance from the null distribution (i.e., AMI > 0.04, p<0.05). This resulted in 44/119 (36.97%) electrodes

from our study.

Calculation of Spatial Tuning (ST)

We defined ST for each electrode as follows:

ST =
Crrcontralateral � Crripsilateral

1+Crrcontralateral +Crripsilateral

Where Crr in this equation represents the average correlation coefficient between actual and STRF predicted neural responses

(average is taken across trials). The predicted neural responses used in the calculation of Crrcontralateral and Crripsilateral are obtained

from the STRFs that are calculated from the same neural response to mixed speech but with respect to the single-talker spectro-

grams of talkers in contralateral and ipsilateral locations relative to the hemispheric location of each electrode. For a given spatially

separated mixture stimulus, Crrcontralateraland Crripsilateral measure the encoding of contralateral and ipsilateral speech in neural

response. Therefore, the electrodes that become more selective to contralateral or ipsilateral locations have a higher difference be-

tween these values and therefore, higher absolute ST values

Phoneme F-Statistics and decoding analysis
To quantify phonemic information that is represented in the neural responses, we measured the separability of responses to 46 in-

dividual phonemes by calculating the f-statistics between the responses to these phonemes. We aligned the neural responses in

each task to the corresponding phoneme onsets in the single-talker stimulus and segmented the neural response using the phoneme

transcription. Phoneme transcription was obtained by segmenting the single-talker stimulus into time-aligned sequences of pho-

nemes using the Penn Phonetics Lab Forced Aligner Toolkit.89 We grouped the segmented phoneme responses into consonants

and vowels resulting in a total of 335 consonants and 335 vowels in each of the 4 conditions shown in Figures 1B and 2A for the qual-

itative plots. For the quantitative plots, we then calculated the f-statistics of the neural responses to 46 individual phonemes as a ratio

of between-class to within-class variability.43

For the electrode population decoding, we used a regularized least square (RLS)44 linear classifier to decode 46 individual pho-

nemes from the neural data by training on 90% data and testing on 10% over 10 cross-validations. We trained the classifier sepa-

rately for each time point after the onset of the phoneme to obtain phoneme decoding accuracies over time.

Calculating the acoustic difference between talkers
Wemeasured the time frequency representations of the single male and single female talker speech using the same cochlear model

described above.82 We then collapse the time dimension of this representation by averaging the spectrograms over time separately

for themale and female talkers to get the average spectral profile for each talker.We then subtracted themale and the female spectral

profile for the analysis in Figure 5.

Linear regression analysis
We used linear regression to fit a model to determine how well the single-talker tuning parameters predict the multi-talker tuning pa-

rameters (we used fitlm function). The p-values and the confidence intervals for the model weights were calculated using cross-vali-

dation and were used to estimate the contribution of each single-talker parameter.
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